
Interpretable and 
Responsible Machine 

Learning





The use of an AI method known as a 
generative adversarial network (or GAN) to 
create the account’s fake profile picture
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History of AI



• 1956: Workshop at Dartmouth College:

• Targets:
○ Every aspect of learning or any other feature of intelligence can be so precisely 

described that a machine can be made to simulate it. 

Birth of AI

John McCarthy Marvin Minsky Claude Shannon



• Newell & Simon’s Logic Theorist: prove theorems in Principia Mathematica using 
search + heuristics; later General Problem Solver (GPS)

Early Successes

https://en.wikipedia.org/wiki/General_Problem_Solver

https://en.wikipedia.org/wiki/General_Problem_Solver


Overwhelming Optimism

• 1958, H.A.Simon and Allen Newell: “within ten years a digital computer will be the 
world’s chess champion” and “within ten years a digital computer will discover and 
prove an important new mathematical theorem”.

• 1965, H.A.Simon: “machines will be capable, within twenty years, of doing any work a 
man can do”

• 1967, Marvin Minsky: “Within a generation...the problem of creating ‘artificial 
intelligence” will substantially be solved”

• 1970, Marvin Minsky: “In from three to eight years we will have a machine with the 
general intelligence of an average human being”.



underwhelming results

From 
cs221



AI is overhyped...

• We tend to overestimate the effect of a technology in a short run and 
underestimate the effect in a long run.     -   Roy Amara (1925-2007)   



Implications of Early Era

• Problems:
○ Limited computation: search space grew exponentially, outpacing hardware
○ Limited information: complexity of AI problems (number of words, objects, 

concepts in the world)

• Contributions:
○ Lisp, garbage collection, time-sharing (John MacCarthy)
○ Key paradigm: separate modeling (declarative) and inference (procedural)



Knowledge-based Systems (70-80s)

• Expert Systems: elicit specific domain knowledge from experts in form of rules:
○ If [premises] then [action]



Knowledge-based Systems

• Contributions:
○ First real application that impacted industry
○ Knowledge helped curb the exponential growth

• Problems:
○ Knowledge is not deterministic rules, need to model uncertainty
○ Requires considerable human efforts to create rules, hard to maintain.



SHRDLU [Winograd 1971]



The Complexity Barrier



Modern AI (90s-present)

• Probability:Pearl (1988) promote Bayesian networks in AI to model uncertainty 
(based on Bayes rule from 1700)

• Machine Learning: Vapnik (1955) invented support vector machines to learn 
parameters (based on statistical models in early 1900s)

From MODEL to PREDICTIONS

From DATA to MODEL



The Second Machine Age

• AI is being used to make decisions for:
○ Credit
○ Education
○ Employment
○ Advertising
○ Healthcare
○ Policing
○ Urban Computing
○ …...



Is Machine Learning 
Dangerous?















• Will human be ruled by machines?  
○ It seems no likely any time time. 
○ General AI is so challenging
○ Algorithms are not “intelligent” enough

• But machine learning can potentially be misused, misleading, and/or invasive
○ Important to think about implications of what you build

Is Machine Learning Dangerous?







Accountable Algorithms



Treatment Recommendation

Demographics:   age, gender, ..
Medical History:  Has asthma? 

Symptoms:         Severe Cough, Sleepy

Test Results:       Peak flow: Positive

Which treatment should be given? 
Options: quick relief drugs (mild), 
                controller drugs (strong)



Bail Decision 

Release

Retain



High-Stakes Decisions
● The above examples all belong to high-stakes decisions. The decisions have 

a huge impact on human well-being. 

● What are those non high-stakes decisions? 
○ Recommendations in E-commerces websites
○ When should I get up tomorrow? 
○ …….



• Statement from Fairness, Accountability, and Transparency in Machine Learning 
organization

○ https://www.fatml.org/resources/principles-for-accountable-algorithms

FAT Machine Learning 

https://www.fatml.org/resources/principles-for-accountable-algorithms


• Responsibility
○ Make available externally visible avenues of redress of adverse individual or societal 

effects of an algorithmic decision system, and designate an internal role for person who is 
responsible for the timely remedy of such issues. 

• Explainability
○ Ensure the algorithmic decisions as well as any data driving those decisions can be 

explained to end-users and other stakeholders in non-technical terms.
• Accuracy

○ Identify, log, and articulate sources of error and uncertainty throughout the algorithm and 
its data sources so that expected and worst case implications can be understood and 
inform mitigation procedures.

• Auditability
○ Enable interested third parties to probe, understand, and review the behavior of the 

algorithm through disclosure of information that enables monitoring, checking, or criticism, 
including through provision of detailed documentation, technically suitable APIs, and 
permissive terms of use.

• Fairness
○ Ensure that algorithmic decisions do not create discriminatory or unjust impacts when 

comparing across different demographics (e.g., race, sex, etc).

Five Factors



Fairness



• How does this type of error happen? 

• Possibilities:
○ Not enough diversity in training data
○ Not enough diversity in test data
○ Not enough error analysis

Why unfair?



• Suppose your classifier gets 90% accuracy...

Fairness



• Bias and stereotypes that exist in data will be learned by ML algorithms

• Sometime, those biases will be amplified by ML

Bias



Prates et al, 2018,https://arxiv.org/pdf/1809.02208.pdf

https://arxiv.org/pdf/1809.02208.pdf


Zhao et al, 2017,https://arxiv.org/pdf/1707.09457.pdf

• Training data:
○ Women appeared in “cooking” images 33% more often than men

• Predictions:
○ Women appeared 68% more often

https://arxiv.org/pdf/1707.09457.pdf


• Training data is often scraped from the web

• Personal data may get scooped up by ML systems
○ Are users aware of this?
○ How do they feel about it?

• No reveal sensitive information (income, health, communication)

Privacy



MegaFace Dataset:
4.7 million photos of 
627,000 individuals, 
from Flickr users



• Machine learning can predict:
○ If you are overweight
○ If you are transgender
○ If you have died

• People may build these classifiers for legitimate purposes, but could easily be misused 
by others

Use and Misuse



• Can we predict if someone is prone to committing a crime based on their facial 
structure?

• One of studies: Wu and Zhang (2016), “Automated Inference on Criminality using Face 
Images”, claims yes, with 90% accuracy.

• Good summary of why the answer is probably no:
○ https://callingbullshit.org/case_studies/case_study_criminal_machine_learning.html

Criminal Machine Learning

https://callingbullshit.org/case_studies/case_study_criminal_machine_learning.html




• How was the dataset created?
○ Criminal photos: government IDs
○ Non-criminal photos: professional headshots

• What did the classifier learn?
○ “The algorithm finds that criminals have shorted distances between the inner 

corners of the eyes, smaller angles between the nose and the corners of the 
mouth, and higher curvature of the upper lip.”

Use and Misuse



• If your tool seems dystopian:
○ Consider whether this is really something you should be building…

■ One argument: someone will eventually build this technology, so better for 
researchers to do it first to understand it.

■ Still, proceed carefully: understand potential misuse
○ Be sure that your claims are correct

■ Solid error analysis is critical
■ Misuse of an inaccurate system even worse than misues of an accurate 

system.

Case Study


